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Abstract
Exchange rate prediction is a challenging task for investors and policymakers due to its
nonstationary and nonlinear characteristics. This study develops a novel deep learning-
based nonlinear ensemble approach with biphasic feature selection for multivariate
exchange rate forecasting. The novel hybrid model has three modules, the preprocessing
of target series, feature engineering, and forecasting module. The first module aims to
extract more regular signals and reduce the dimension of the target series for better
feeding into the forecasting module. The second part is the selection and reconstruction of
twelve external variables, which outputs three sequences that contain the most important
information. The forecasting part consists of Bi-directional long short-term memory and
attention mechanism, which has better performance than the basic artificial intelligence
algorithms. Three evaluation indicators are adopted to assess the hybrid model’s perfor-
mance. The results show that the new model performs better than other compared models.

Keywords Exchange rate forecasting . Biphasic feature selection . Deep learning .

Nonlinear ensemble framework

1 Introduction

In recent years, the need for hedging exchange rate risk is growing steadily by the day. The
accurate prediction of exchange rate can even have an impact on international transactions and
the global currency market. For investors, policymakers and entrepreneurs especially in
multinational companies, it is critical to forecast exchange rates as accurately as possible,
because they can take advantages of it to design trading strategies and hedge currency risks in
advance. Additionally, commercial banks hold the largest amount of foreign exchange assets
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in China. If commercial banks cannot nicely predict foreign exchange rates, they cannot timely
respond to the upcoming foreign exchange risk, which will bring huge economic losses.
Moreover, central banks need utilize it to supervise markets and analyze macroeconomic
situations [2]. There is a general recognition of the increasingly need for finding new ways to
predicting exchange rates.

According to existing literature, the forecasting models for exchange rates are categorized
into four main types: fundamental theories, statistical models, artificial intelligence (AI) and
hybrid forecasting approaches. Fundamental models emphasize macroeconomic factors’ effect
in explaining exchange rate movements such as purchasing power parity, monetary models,
and the portfolio balance model [17]. However, Meese and Rogoff examined that all the
forecasts of exchange rates yielded by fundamental models could not outperform the random
walk results [19]. Until now, the conclusion has not been overturned. In spite of this, the
economic value of fundamental models cannot be denied and their drawbacks are overstated
[1]. All in all, fundamental models can provide some theoretical guidelines for related workers
to help them think about the mechanism of exchange rates, but they are not suitable for
forecasting the numerical values of exchange rates, especially the short-term prediction which
is an important and challenging task.

Statistical models tend to be conventional econometric models such as autoregressive
integrated moving average (ARIMA), random walk (RW), and generalized autoregressive
conditional heteroscedasticity (GARCH) [5, 34]. In addition, there are a lot of their extensions
from the benchmark models such as combining the decomposition with GARCH [4], frac-
tionally integrated GARCH [6], and exponential smooth transition autoregressive (ESTAR)
[23]. They underline full use of the historical data to predict. Thus the prediction accuracy
improves a lot and they also got extensive applications with respect to financial analysis.
However, the statistical models need to obey the statistical principles (such as the linear form’s
assumption), which limits the application of these models [43]. It is well known that the
exchange rate series is nonstationary and nonlinear. Therefore, statistical models cannot well
capture the nonlinear patterns within the exchange rate time series, hindering further improve-
ment in prediction performance [33].

In order to solve the problem, artificial intelligence (e.g. neural networks) is an alternative
approach to statistical methodologies [17]. Neural network (NN) is a data-driven model which
trains a certain amount of past observations with the purpose of discovering the underlying
momentary relationship between the past and present [7]. It is proved that both linear and
nonlinear models in artificial intelligence outperform the conventional statistical models such
as the simple random walk in terms of exchange rate forecasting [8, 10, 18, 22, 25–27, 30, 41].
At first, researchers thought highly of NNs because of their flexibility and high prediction
accuracy in the short term compared with AR and RW [7]. Unfortunately, NNs easily trapped
into local optimal and the internal relationship among the inputs is out of consideration [14]. In
order to solve it, recurrent neural network (RNN) is developed to capture the sequence
information in the time series. But RNN still has the gradient explosion problem which
restricts it a wider spreading [14]. Thus, scholars shifted their attention to the variants of
RNN such as long short-term memory (LSTM) and gate recurrent unit (GRU) which can
greatly alleviate gradient explosion through the addition of gate mechanism. Wang et al.
employed GRU to forecast short-term financial time series and achieved a splendid perfor-
mance [31]. Many researchers also attempted LSTM as the forecasting part in their models in
the financial field in recent years [13, 38]. Zhou, Huang and Zhang summarized the short-term
forecasting and concluded that LSTM is a mature and stable model compared to GRU
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according to the empirical results [42]. Moreover, based on LSTM, a new variant, Bi-
directional LSTM (Bi-LSTM), is proposed to fully utilize the known information by architec-
turally introducing two forward and backward LSTM layers [15, 20].

The AI approaches have a potential for progress due to their weaknesses in how to settle the
optimal parameters and how to handle the problems of misspecification, under-fitting, and
over-fitting [33]. Thus, the hybrid forecasting models are proposed in the hope of further
improving the accuracy of forecasting [11, 17, 28, 29, 32, 33, 37, 39]. In the literature, the most
common framework in hybrid models is decomposition-ensemble approaches. They decom-
pose the original data and then many basic models are used for forecasting. At last, an
integrated result can be obtained according to averaging or voting mechanism. Thus, the
decomposition-ensemble model can generate advantages from different individual models and
can also reduce the risk of large forecast bias [17]. There are some frequently used decompo-
sition techniques such as the wavelet transform, seasonal-trend decomposition procedure based
on Loess (STL), and empirical-mode decomposition (EMD). But the wavelet transform’s
performance is dependent on the selection of basic functions and orders to a large extent and
STL cannot handle the data with great randomness well [14]. EMD has the mode mixing
problem that a single intrinsic mode function (IMF) contains several time scales or the same
time scale appears in different IMFs. Singular spectrum analysis (SSA) as the decomposition
method can deal with the nonstationary and nonlinear exchange rates pretty well and is good at
extracting information from the time series containing noise. Researchers always use SSA with
the de-noise method, which may discard some information. The combination between decom-
position and forecasting can well solve the shortcomings of single model and improve
prediction performance.

However, in the existing literature, most researches are solely dependent on historical data
of the target series, and the external information from other markets is ignored even though
these factors can offer useful signals to the fluctuations of exchange rates. In fact, feature
engineering arises increasing attention in many fields and becomes a non-negligible part in
forecasting. Two points need to consider carefully in feature engineering, which are the
number of total features and the selection of features. In this paper, support vector machine
recursive feature elimination (SVM-RFE) is employed to rank the importance of features and
aims to discass the irrelevant variables and filter ones which can offer useful information in the
prediction of exchange rates. In addition, the purpose of using stacked auto encoder (SAE) is
to reduce the number of inputs to forecasting algorithm, which can speed up the computation
and increase the efficiency.

In the abovementioned studies, forecasting part can be improved through the introduction
of attention mechanism which can assign larger weights in more vital parameters so as to
improve the prediction accuracy of the model. Wang et al. proposed a new model based on
LSTM with attention mechanism to forecast carbon prices, which proves the usefulness of
attention layer [31]. In this study, we combined the attention layer with Bi-LSTM to predict the
exchange rate and from empirical results it shows better performance than other benchmark
models.

In this paper, a new hybrid model proposed here may solve the problems above, which
combined SSA, stacked auto encoder (SAE), LSTM and support vector machine recursive
feature elimination (SVM-RFE). The original data is first decomposed through SSA and this
operator can make predictors easier capture the nonlinear and nonstationary characteristics of
data, well restrain the effects of noise on predictive accuracy, and save more computational
time. After that SAE is used for data reconstruction, which can not only reduce the features’
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dimension but also save the relatively complete information compared to de-noise technology.
Among the exogenous variables the SVM-RFE elected part of economic factors which were
reconstructed to fewer series through SAE. This kind of processing to external variables can
satisfy the two targets in feature selection mentioned above. At last the reconstructed data were
inputted into Bi-LSTMwith attention layer and it would output the final predicting results. The
Bi-LSTM with attention layer has better ability to extract the long-term and short-term
information without gradient explosion and its efficiency also improved with the weigh
assignment which is calculated based on the signals’ importance. In summary, this article
has the following contributions.

(a) The new proposed model takes other economic factors into consideration in the novel
hybrid model proposed in this paper, which are not common in the artificial intelligence
and ensemble learning models in the exchange rate forecasting.

(b) The decomposed components and selected features were reconstructed by SAE, which
can filter the redundant noise, reduce the inputs’ dimension and improve both the
performance and computation time. The results also show it is a good attempt.

(c) There is a horizontal comparison among the proposed model and benchmark models built
by other researchers. According to the results, our proposed model is splendid and stable
in predicting exchange rates in three datasets.

The remainder of paper has been organized as follows. Section 2 introduces the main
procedures of the proposed model and related methods used in this study. Section 3 carries
out the empirical study as well as some analysis and discussion. The final part provides the
conclusion.

2 Model establishment and evaluation indicators

In this study, the proposed model has three modules which are the preprocessing of target
series, feature engineering, and forecasting module. The flowchart of the proposed approach is
illustrated in Fig. 1. The detailed steps are described as follows:

(1) Preprocessing of target series: The original exchange rate time series xt(t = 1, 2, …T) is
decomposed into N components, ct(k), k = 1, 2, …N. The N components, ct(k), as the
inputs of SAE, pass through several encoder-decoder processes and transform to M1

features, bct pð Þ; p ¼ 1; 2;…M 1.
(2) Feature engineering: first, other external variables need to be collected. Assuming there is

Z exogenous variables xzt t ¼ 1; 2;…T ; z ¼ 1; 2;…Zð Þ, SVM-RFE is applied to rank
their importance in the predict ion process. Then the Q variables xqt
t ¼ 1; 2;…T ; q ¼ 1; 2;…Q;Q < Zð Þ which get a high score in SVM-RFE are picked
out from the Z variables. They will be transformed into M2 features,bxt pð Þ; p ¼ 1; 2;…M 2, by SAE method.

(3) Forecasting module: integrating the reconstructed data, bct pð Þ and bxt pð Þ, as a wholebgt pð Þ; p ¼ 1; 2;… M 1 þM2ð Þ. After that, they are partitioned into training data and test
data. The training set was used to fit the model and then the test data were forecasted
through it. The Bi-LSTM with attention layer uses the features, bgt pð Þ, as the inputs, and
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outputs the prediction results ht. The internal details of the transform process can be seen
in the methodology. Fig. 3

2.1 Preprocessing of target series

There are two operators to target series, decomposition and reconstruction. Decomposition of
target series can extract signals from the original time series, such as long-term trend signal,

Fig. 1 The flowchart of proposed model
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periodic signal, and noise signal, which makes predictors easier to capture the nonlinear and
non-stationary characteristics of data when they are decomposed. SSA is the decomposition
method in the proposed model because SSA can convert data into meaningful components
with realistic.

We used reconstruction instead of directly dismissing the noise component because some
useful information may be included. SAE was adopted to process the components from SSA,
which can remove the correlation, retain the serviceable information and reduce the number of
features.

2.1.1 Singular spectrum analysis (SSA)

The SSA is a nonparametric method for time series analysis, no matter whether of short or long
series, stationary or non-stationary, and linear or non-linear [24]. It can productively obtain the
periodic and trend signals of the original time series [16]. In this paper, it is selected to
decompose the exchange rate time series into several modes which will be reconstructed again
by stacked auto encoder (SAE). The detailed steps of the SSA are as follows:

(1) Embedding. Suppose the original time series is Y = [y1, y2, …, yN]. The first parameter
needed to choose is window length L, which is 10 here. The L-lagged vectors are defined
as X = [X1, X2, …, XK], where Xi = [yi, yi + 1, …, yi + L − 1]T and K = N − L + 1.
The matrix X is the trajectory matrix which can be written as follows:

X ¼
y1
y2

y2
y3

… yK
⋯ yKþ1

⋮ ⋮ ⋯ ⋯
yL yLþ1 ⋯ yN

2
664

3
775 ð1Þ

(2) Singular Value Decomposition (SVD). This step is used to decompose the trajectory
matrix X. The eigenvalues λ1, λ2,…, λL and eigenvectors U1, U2,…, UL are needed. For
convenience, the covariance matrix XXT will be calculated first. Using XXT = UΣΣTUT

where Σ is the matrix only having values (eigenvalues) on the diagonal, we can get the
left eigenvector Ui and all eigenvalues by squaring ΣTΣ. Then the right eigenvector Vi

can be obtained through Vi ¼ XTUi
ffiffiffiffi
λi

p
. The matrix X can be transformed as:

X ¼ X 1 þ X 2 þ…þ X d where d ¼ max if g λi > 0ð Þ ð2Þ

X i ¼
ffiffiffiffi
λi

p
UiVT

i where X i is elementary matrix ð3Þ
(3) Grouping. The interval {1, …, d} is separated into discrete subsets {I1, …, Im} where m

is the number of groups determined by the model’s performance. The matrix X can be
written as:

X ¼ X I1 þ…þ X Im ð4Þ
(4) Diagonal Averaging. This step can produce m time series with N length according to XI.

The elementary matrix XI is a L × K matrix with elements xij. In this paper, L is far
smaller than K. The restructured series (x1, x2, …, xm) is defined as follows:
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xpk ¼

1

k
∑k

i¼1xi; k−iþ1 for 1≤k≤L
1

L
∑k

i¼1xi;k−iþ1 for L≤k≤K
1

N−k þ 1
∑N−Kþ1

i¼k−Kþ1xi;k−iþ1 for K≤k≤N

8>>>>><
>>>>>:

9>>>>>=
>>>>>;
for p ¼ 1; 2;…;m ð5Þ

2.1.2 Stacked auto encoder (SAE)

The SAE is a promising approach which can extract more abstract and nonlinear information
from original data benefitting from its layer-wise learning framework [3]. Compared with
dimensionality reduction techniques and wavelet transform methods, the SAE can save more
valuable information without targeted data since it is a unsupervised learning method [36].

A hybrid of multiple auto encoders (AEs) constitutes SAE where AEs are executed one
after another [21]. The AE aims to reconstruct the inputs accurately, and it is the data in the
hidden layer that we need instead of outputs. The structure of an AE is shown in Fig. 2. It can
be seen that the AE has only a hidden layer; all nodes are full connected and the numbers of
inputs and outputs are the same. There are two processes in the AE’s execution: encoding and
decoding. The Eqs. (6) and (7) of these processes are as follows:

h ¼ f 1 W1xþ b1ð Þ ð6Þ

Fig. 2 The structure of AE
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bx ¼ f 2 W2hþ b2ð Þ ð7Þ
where f1(.) and f2(.) are active functions——the sigmoid function, W1 is the encoding matrix,
W2 is the decoding matrix, b1 and b2 are the bias vectors. The squared loss function is adopted
to measure the reconstruction error. By minimizing the loss function L :ð Þ, the model param-
eters, denoted as θ, can be obtained as in Eq. (8).

L θð Þ ¼ 1

N
∑N

i¼1 xi−bxi� �2
where N is the number of inputs ð8Þ

Train the first AE on the raw inputs to get the primary feature h(1) as the second AE’s
inputs. Similarly, all AEs will be linked up, which is called SAE. The Fig. 3 shows the whole
process.

2.2 Feature engineering

The collected features need to be selected and reconstruction for the purpose of removing
irrelevant variables, reducing the inputs’ dimension and increasing the efficiency. It has
already proven that the performance of forecasting model will improve and then decline with
the increasing number of relative features. Therefore, when the collected features are filtered
by SVM-RFE, reconstructing the selected features instead of discarding the least important
ones can obtain more information with the lower dimension. The reconstruction method is AE
which is introduced in the SAE part.

2.2.1 Support vector machine recursive feature elimination (SVM-RFE)

SVM-RFE can rank the importance of features and then remove the relatively insignificant
features for higher efficiency and accuracy. The data structure complexity and computational
time can be reduced if doing so [12].

In the beginning, SVM is applied to solve the binary problem [35]. Suppose there are m
features and n observations (xi, yi), where yi ∈ {−1, 1}, xi is the feature vector in the ith
observation and is the shape of (m × 1). The decision function of SVM can be written as f(x)

Fig. 3 The structure of SAE
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= wTx + b where w is the weight vector and b is the bias. By using the Lagrange Theory and
kernel trick, the optimization of SVM can be expressed as:

min
1

2
∑n

i¼1∑
n
j¼1αiα jyiy jk xix j

� �
−∑n

i¼1αis:t:∑n
i¼1αiyi ¼ 0 0≤αi≤Cð Þ ð9Þ

where C decided by analyst represents the trade-off between accuracy and model complexity.
The linear SVM uses the linear kernel k(xixj) = xiTxi. For the nonlinear SVM, lots of options
can be selected such as Gaussian kernel.

SVM-RFE is a sequential backward feature elimination method and sorted in the back of a
ordered feature list [35]. Since w is the linear combination of xi, we can obtain:

w ¼ ∑n
i¼1αiyixi ð10Þ

where αi is solved by Eq. (9).
The ranking score of the pth feature can be computed as:

cp ¼ w2
p ð11Þ

The features with least score were discarded. In this paper, an order list is given in Figs. 4, 1
means the most important and the 12 represents the least.

2.3 Forecasting module

After data including the target series and feature are preprocessed, they are inputted into the
forecasting model and here it is the Bi-LSTM. For given larger assignments to the more
important part in Bi-LSTM, attention layer is added to forecasting model. Finally, the Bi-
LSTM with attention mechanism outputs the final prediction results.

2.3.1 Bi-directional long short-term memory model (bi-LSTM)

Bi-LSTM is developed from LSTM which is originated in recurrent neural network (RNN).
However, the Bi-LSTM solves the gradient disappearance problem and the lack of long-term
memory which cannot be well handled by RNN [40].

Several memory units consist the LSTM neural network. In each memory unit, there is a
gating mechanism to determine the information’s going or remaining through three gate
controllers, namely, “input gate”, “forget gate” and “output gate”. Within this kind of structure

Fig. 4 The structure of LSTM cells: The cross points without arrows mean copy. The first horizontal line denotes
the cell state
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shown in Fig. 4, the LSTM processes the previous unit output (ht − 1), current unit input (xt),
and previous unit status (Ct − 1) by discarding and adding to get the current unit output (ht) and
status (Ct).

Basic calculations of LSTMs can be separated to four steps as follows:

(1) The input of unit, xt, and the output of previous unit, ht − 1, firstly pass through “forget
gate” (ft). The output of “forget gate” is obtained through the “sigmoid” activation
function, represented as σ in Fig. 3. The value of ft is between zero and one. When ft
is 1, all the information of the inputs will be remained. When ft is 0, the whole
information of xt and ht − 1 will be given up. The formula can be seen in Eq. (12) where
Wf is the linear relationship coefficient matrix and bf is the bias vector.

f t ¼ σ W f � ht−1; xt½ � þ bf
� � ð12Þ

(2) The “input gate”, it, is also generated by a sigmoid function. Besides, a new candidate

cell state eCt is produced through a hyper tangent function, denoted as “tanh”:

eCt ¼ tanh WC � ht−1; xt½ � þ bCð Þ ð13Þ

it ¼ σ Wi � ht−1; xt½ � þ bið Þ ð14Þ
(3) Some information in previous cell state Ct − 1 and the new candidate cell state eCt is

chosen by “forget gate” and “input gate” respectively. The cell state is updated, denoted
as Ct. The * means elements multiplication.

Ct ¼ f t*Ct−1 þ it*eCt ð15Þ
(4) The “output gate”, ot, controls the amount of information filtered out from the cell state,

which multiply the activated Ct to obtain the output ht.

ot ¼ σ Wo � ht−1; xt½ � þ boð Þ ð16Þ

ht ¼ ot*tanh Ctð Þ ð17Þ

Bi-LSTM is consisted of two forward and backword LSTM layers and its structure is shown in
Fig. 5. The two hidden layers run in opposite directions and are concatenated to the same
output layer so the neural network can extract bidirectional sequential relationships that exist in
the time series data.

2.3.2 Attention mechanism

The attention model can use limited attention resources to obtain key information from a large
amount of data. Integrating the attention mechanism into Bi-LSTM model can allocate limited
resources more to key parts of the input sequence, which can weaken the redundant informa-
tion and emphasize the vital part.
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x(t) = {x1, x2, …, .xt} presents the input data y(t) = {y1, y2, …, yt} denotes the output w(n, t)

is the attention weight value of each feature, w(n, t) is calculated as follow:

w n;tð Þ ¼ exp e n;tð Þ� �
∑T

t¼1exp e n;tð Þð Þ ð18Þ

2.4 Evaluation indicators

This paper uses three evaluation indicators to measure the performance. They are MAE (Mean
Absolute Error), MAPE (Mean Absolute Percentage Error) and RMSE (Root Mean Squares
Error). Their definitions are shown as below:

MAE ¼ 1

n
∑n

i¼1 yi−byi��� ��� ð19Þ

MAPE ¼ 1

n
∑n

i¼1

yi−byi
yi

�����
�����*100% ð20Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n
∑n

i¼1 yi−byi� �2
r

ð21Þ

where n is the number of train or test samples, yi is the actual value and byi is the prediction
value.

Diebold–Mariano (DM) test is also conducted to verify the significant difference between
the proposed system in this study and other prediction models. If the null hypothsis is refused,
then the two models have significant difference. The steps of DM test is as follows: first two
error sequences (the difference between the actual values and the predictive values) are

Fig. 5 The structure of Bi-LSTM
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calculated by using the proposed model (e1) and the comparative model (e2). Then the loss
function f(·) can use one of the Eqs. 19–22. Finally, DM statistics is calculated by the Eq. 22
where S2 is the variance estimation of f(e1) − f(e2) and T is the numble of samples.

1=T∑T
n¼1 f e1

� �
− f e2

� �� �
=

ffiffiffiffiffiffiffiffiffiffiffi
S2=T

q
ð22Þ

3 Empirical analysis

3.1 Data analysis

In this study, the data set of daily CNY/USD, USD/EUR and JPY/USD exchange rates are
obtained from FRED ECONOMIC DATA (https://fred.stlouisfed.org/). The entire data set
covers from January 2, 2003 to December 18, 2020, yielding a total of 4380 observations,
which excludes missing values. The data was separated into two sets, training and test data,
which accounts for 80% and 20% respectively. The training set begins from January 2, 2003 to
May 9, 2017, generating a total of 3504 observations, while the test set starts from May 10,
2017 to December 18, 2020 with a number of 876 observations. The Fig. 6 illustrate the
original daily exchange rates respectively. It is obvious that the three exchange rates have
different trends and volatility. The USD/EUR and JPY/USD exchange rates both show
relatively larger fluctuations as opposed to CNY/USD exchange rate. In the beginning of this
data set the CNY/USD exchange rate reached its peak (8.28 Chinese yuan/U.S. dollar) and
kept almost unchanged for around six hundred days, while Japanese Yen and euro had been
appreciated relative to the dollar during the same period. The CNY/USD exchange rate had
been significantly decreased to the bottom from July 22, 2005 to January 14, 2014, while the
JPY/USD and EUR/USD both experienced a trough and then return the origin during the same
time. Form that time on, there are a large amount of fluctuations for CNY/USD exchange rate
not only in the general trend but in the short term. One of the reasons is perhaps that China was
prepared to attend IMF and also intended to carry forward the marketization of Chinese yuan.

The descriptive statistics of exchange rates is shown in Table 1. It can be seen that the
standard deviation is pretty small for all of them, indicating the less volatile exchange rates.
According to the results of Jarque-Bera Normality Test, the empirical distribution of daily
exchange rates studied herein does not exhibit the appearance of normal distribution. The ADF
test is exhibited in Table 2, which can measure whether a sequence is stable or not. All the
critical values are smaller than 1%, 5% and 10% T-statistic and the p value is approximately
44%, 13% and 31% respectively, so we cannot reject the null hypothesis that the series is non-

Fig. 6 The original daily exchange rates
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stationary. The results of BDS test are shown in the Table 3 and we can see that all the p-values
are nearly zero when the embedding dimension is 2–6. Thus it can support that the exchange
rate series is nonlinear. Additionally, in this paper 12 exogenous variables’ data were collected
from FRED ECONOMIC DATA and they take part in the predictive process, as well. The
Table 4 shows their short names and brief introductions.

3.2 Parameter setting

In the proposed model, SVM-RFE selected five import variables added into the prediction
process. The SAE for decomposed exchange rates’ reconstruction has two hidden layers (one
has five neurons and the other has three neurons.) The SAE for external variables’ reconstruc-
tion has one hidden layers with three neurons. Time step is always ten. The forecasting model
has two Bi-LSTM layers and one attention layer. The neurons in two Bi-LSTM layers are eight
and four respectively and the activation function in the attention layer is relu.

3.3 Empirical results and discussion

In this study, the multiscale proposed model was applied to predict the CNY/USD, USD/EUR,
and JPY/USD exchange rates. In order to measure its performance, other six models were
proposed for comparison. Three of them are single models (ARIMA, BPNN and LSTM),

Table 1 Descriptive statistics of daily exchange rate

Mean Median Min Max Std. Skewness Kurtosis Normality Test

CNY/USD 7.0007 6.8273 6.0402 8.2800 0.72150 0.685524 −0.89046 487.6466
USD/EUR 1.2539 1.2504 1.0361 1.6010 0.12297 0.381569 −0.55479 162.5337
JPY/USD 104.66 107.79 75.720 125.58 12.5182 0.747838 −0.37680 434.0226

Std. means standard deviation; the normal test is Jarque-Bera test

Table 2 The ADF test results of exchange rate series

T-statistic Prob. 1% T-statistic 5% T-statistic 10% T-statistic

CNY/USD −1.675 0.443 −3.431 −2.862 −2.567
USD/EUR −2.429 0.133 −3.431 −2.862 −2.567
JPY/USD −1.937 0.314 −3.431 −2.862 −2.567

Table 3 The BDS test results of exchange rate series

CNY/USD USD/EUR JPY/USD

Dimension BDS-statistics Prob. BDS-statistics Prob. BDS-statistics Prob.

2 17.283 0.0 13.7520 0.0 12.543647 0.0
3 21.504 0.0 16.8256 0.0 15.21852 0.0
4 27.144 0.0 20.7705 0.0 18.59601 0.0
5 34.761 0.0 25.87594 0.0 22.8781 0.0
6 45.099 0.0 32.54341 0.0 28.36295 0.0
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which can represent the traditional statistical model, erlay single layer neural network, and the
deep learning model respectively. The rest comparative models were proposed by the other
researchers, which were used here as benchmark models to verify the superiority of our
proposed model. The performance of these models are illustrated in Table 5. The best results
are shown in bold. Figures 7, 8 and 9 depict the actual exchange rates and the one-step
predictive values forecasted by the proposed model in three datasets. In order to clearly exhibit
the prediction ability, we zoomed part of the predictive values in the big picture and the small
picture shows the whole testing set.

Table 4 The variables’ names appeared in this paper and their brief introductions

No. Trading code Description

1 DEXCHUS China / U.S. Foreign Exchange Rate
2 DCOILBRENTEU Crude Oil Prices: Brent - Europe
3 DCOILWTICO Crude Oil Prices: West Texas Intermediate (WTI) - Cushing, Oklahoma
4 GOLDAMGBD228NLBM Gold Fixing Price 10:30 A.M. (London time) in London Bullion Market,

based in U.S. Dollars
5 DHHNGSP Henry Hub Natural Gas Spot Price
6 T5YIE 5-Year Breakeven Inflation Rate
7 T10YIE 10-Year Breakeven Inflation Rate
8 T5YIFR 5-Year, 5-Year Forward Inflation Expectation Rate
9 DFII10 10-Year Treasury Inflation-Indexed Security, Constant Maturity
10 DGS10 10-Year Treasury Constant Maturity Rate
11 USD1MTD156N 1-Month London Interbank Offered Rate (LIBOR), based on U.S. Dollar
12 DGS1 1-Year Treasury Constant Maturity Rate
13 DFF Effective Federal Funds Rate

Table 5 The performance of different models for daily CNY/USD exchange rate

Datasets Model MAE RMSE MAPE(%) DW statistics

Daily CNY/USD exchange rate ARIMA 0.19825 0.2615 2.9994 −19.29
BPNN 0.04836 0.0585 0.7285 −19.66
LSTM 0.03122 0.0371 0.4571 −10.07
Bootstrap LSTM [29] 0.02711 0.0332 0.3977 −6.34
WT-SAE-LSTM [21] 0.02624 0.0347 0.3877 −6.98
Multi-feature GRU [9] 0.26124 0.3238 3.8429 −20.83
Proposed model 0.02117 0.0268 0.3123

Daily USD/EUR exchange rate ARIMA 0.06294 0.0745 5.3604 −27.35
BPNN 0.01353 0.0145 1.1861 −42.33
LSTM 0.00396 0.0052 0.3435 −15.87
Bootstrap LSTM [29] 0.00660 0.0084 0.5767 −17.6
WT-SAE-LSTM [21] 0.00512 0.0067 0.4453 −15.02
Multi-feature GRU [9] 0.12833 0.1512 11.2025 −29.25
Proposed model 0.00107 0.0012 0.0935

Daily JPY/USD exchange rate ARIMA 1.78959 2.2582 1.6511 −19.81
BPNN 0.35790 0.4858 0.3277 −3.59
LSTM 0.36511 0.4997 0.3348 −3.88
Bootstrap LSTM [29] 0.54074 0.7075 0.4958 −10.44
WT-SAE-LSTM [21] 3.05190 3.8496 2.8019 −17.58
Multi-feature GRU [9] 4.34771 5.3211 3.9973 −21.25
Proposed model 0.32708 0.4182 0.2999

The bold number represents the lowest error level in each dataset
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Fig. 7 The prediction results of the proposed model in daily CNY/USD exchange rates

Fig. 8 The prediction results of the proposed model in daily USD/EUR exchange rates

Fig. 9 The prediction results of the proposed model in daily JPY/USD exchange rates
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It can be obviously seen that in three datasets our proposed model always has the smallest
error and the best prediction performance, and this not only presents its splendid prediction
ability and also verify its stability and robustness. Taking the CNY\USD exchange rates as the
example, the MAE, RMSE, and MAPE of the proposed model are 0.02117, 0.0268, and
0.3123% accordingly, which are improved almost 90% compared to the multi-feature
GRU, the worst prediction model in all benchmark models in this dataset. In addition,
according to the DW statistics, all the comparative models have the significant difference
to the proposed model because none of them are larger than −2.76 (the t statistic at 1%
significant level).

As we expected, the representation of traditional statistical models, ARIMA, shows the
worst ability to predict short-term exchange rates because exchange rates cannot satisfy its
inherent assumptions which requires data are linear and stationary. The MAPEs of ARIMA in
three datasets are 2.99%, 5.36%, and 1.65% respectively, while those are 0.72%, 1.18%, and
0.32% in BPNN, a representative AI algorithm. From that it can be discovered that BPNN can
well capture the nonlinear characteristic of exchange rates compared to ARIMA. However, it
is not enough for a single neural network to capture the change of exchange rates. There is a
slight increase of prediction accuracy for LSTM which solves the gradient explosion problem
and utilizes the long-term historical information opposite to simple neural network. In the
prediction of USD/CNY exchange rates, LSTM improved the accuracy by over 35% com-
pared to BPNN, and in USD/EUR dataset, the improved percentage even achieves 70%.

The various hybrid models were built in recent years and some of them which were
proposed by others are employed in this study for examining the effectiveness of our proposed
model. The bootstrap LSTM is built several LSTM models with the bootstrap technique to
expand the training set and then average the results of all LSTM. According to the results in
Table 5, this framework can improve the prediction performance to some extent. For example,
in USD/CNY exchange rates, the three evaluation indicators of LSTM are 0.031, 0.037, and
0.45%, while those of bootstrap LSTM illustrate an obvious decrease (0.027, 0.033, and
0.39% accordingly). However, in other two datasets, the bootstrap LSTM has an inferiorer
performance than LSTM, which demonstrates its unstablity.

WT-SAE-LSTM is a decomposition reconstruction and then forecasting framework where
WT is wavelet transform. The prediction performance of WT-SAE-LSTM is suboptimal
among the hybrid methods conducted in this study in USD/CNY and USD/EUR exchange
rates (its MAPEs are 0.38% and 0.44%), only inferior to our proposed model (0.31% and
0.09%). It shows that decomposition and reconstruction by SAE can achieve better effects for
extracting signals, reducing noise signal residual, saving more useful information and reducing
the dimension. The similar steps (decomposition and reconstruction by SAE) are also used in
preprocessing of target series part in our proposed model, and the empirical results can also
prove the importance of feature engineering which exist in the proposed model but not exist in
WT-SAE-LSTM.

Multi-feature GRU is used three feature selection algorithms to select the useful external
variables and then the selected features are fed into GRU as the forecasting part. The historical
data of target series are not fed into multi-feature GRU and as we known the historical data
contains a large amount of useful information. This is why the performance of multi-feature
GRU is even not as good as ARIMA.

All in all, the new model proposed in this study show the lowest error level in three datasets
and statistical test also verifies the significant difference between the proposed model and
comparative models at 1% level.
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4 Conclusions

This paper proposes a new hybrid model to predict the exchange rate accurately and efficient-
ly. There are three modules in the new hybrid model, which are preprocessing of the target
series, feature engineering and forecasting module. In the preprocessing of the target series, the
SSA method is combined with the SAE tool for uniting their respective advantages. Feature
engineering consists of SVM-RFE for selection and SAE for reconstruction, which can filter
the related external variables, reduce the features’ dimension, and save the useful information.
The forecasting module is employed Bi-LSTM with attention mechanism, an emerging
algorithm. The empirical results also show its superior than single LSTM or GRU. According
to the results our new model outperforms other benchmark models in all samples.

This study has several implications. Firstly, apart from historical data, feature engineering is
also vital to influence the performance of model. Appropriate feature engineering can largely
increase the accuracy but inappropriate one can even make the performance worse. Secondly,
the SSA combined with SAE is a worth trying since it can make original data regular, filter the
noise, reduce the demision, and still save the notable information. The empirical experiments
also show the outperformance of this combination in this study. Thirdly, the hybrid model
proposed in this study produces the best performance among all the compared models, which
proves the feasibility and potential of the novel model.

The novel hybrid model provides policymakers and investors with a new exchange rate
predicting tool. For bankers and merchants, it is also worthy of attention if they want expand
their overseas business. However, the number of compared models mentioned in this study is
not too much. There is probably larger potential to develop the proposed model. In addition,
even though exchange rate is an old topic, it will not be out dated since it is closely related to
our economic life and is also an important indicator. Thus, it is necessary for us to keep
attention to it. Moreover, even though the novel hybrid model proposed here has a good
prediction performance, there are some improvable potential. For example, the fluctuations of
exchange rates are dependent on the central bank’s policy to some extent. Thus, the big event
and policies can also be considered when we predict exchange rates.
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